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Abstract—Next-generation many-core embedded platforms have the chance of intercepting a converging need for high performance and predictability. Programming methodologies for such platforms will have to promote predictability as a first-class design constraint, along with features for massive parallelism exploitation. OpenMP, increasingly adopted in the embedded systems, has recently evolved to deal with the programmability of heterogeneous many-cores, with mature support for fine-grained task parallelism. While tasking is potentially very convenient for coding real-time applications modeled as periodic task graphs, OpenMP adopts an execution model completely agnostic to any timing requirement that the target application may have. In this position paper we reason about the suitability of the current OpenMP v4 specification and execution model to provide timing guarantees in many-cores.

I. INTRODUCTION

Fueled by the recent technological advancements and market trends, we are witnessing the convergence of High-Performance Computing (HPC) and Embedded Computing (EC) systems. High-end EC systems are increasingly concerned with providing HPC-like performance in real-time, challenging the performance capabilities of current architectures. The advent of next-generation many-core embedded platforms has the chance of intercepting this converging need for “predictable high-performance”, given that appropriate programming paradigms for massive parallelism exploitation in a predictable way are devised [1].

OpenMP [2], the de-facto standard for shared memory parallel programming, has been successfully used for decades in the HPC domain and has recently gained much attention also in the embedded field [3] [2] [2] [4] [5] [6]. Originally focused on data-parallel, loop-intensive types of applications, OpenMP has evolved over the years to express fine-grained, irregular and highly-dynamic task parallelism. The latest specification v4.0 was further augmented with features to express dependencies among such tasks. OpenMP v4.0 tasking retains certain similarities to the formalisms used to describe real-time applications (e.g., task graphs), that makes it a good candidate to fill the existing gap between i) a convenient programming model for embedded manycores and ii) state-of-the-art techniques for scheduling with timing guarantees. However, OpenMP adopts a programming interface and a parallel execution model that is completely agnostic to any timing requirement that the target application may have.

In this position paper we reason about the possibility of adopting the current OpenMP v4 specification to provide timing guarantees in embedded manycores. To the best of our knowledge, we are the first to consider a real integration between state-of-the-art techniques for real-time scheduling and the OpenMP tasking execution model, all the previous attempts in this direction (e.g., [2] [7]) being limited to using OpenMP v2.5 directives as a mere programming frontend to describe a task-graph. Specifically, with this paper we try to answer the following questions: Can OpenMP tasks be used to describe a real-time application? What possibly needs to be changed or improved at various levels to enable classical timing analysis and real-time scheduling within the OpenMP tasking model? How to leverage standard real-time scheduling techniques without violating the semantics of the OpenMP execution model? To address these issues we delve into a detailed analysis of the OpenMP v4.0 specification and semantics, particularly focusing on three key points: i) how to derive a task graph which conveys appropriate information for scheduling constraints and ii) worst-case execution time (WCET) analysis; iii) how to ensure that OpenMP task scheduling constraints do not clash with traditional real-time scheduling techniques.

II. REAL-TIME SCHEDULING OF PARALLEL APPLICATIONS

The task model [2], either sporadic or periodic, is a well-known model in scheduling theory to represent real-time systems. In this model, real-time applications are typically represented as a set of n recurrent tasks \( \tau = \{\tau_1, \tau_2, ..., \tau_n\} \), each characterized by three parameters: worst-case execution time (WCET), period (P) and relative deadline (D). With the introduction of multi-core processors, new scheduling models have been proposed to better express the parallelism that these architectures offer. This is the case of the sporadic DAG model [7] [2] [2] [7] [7], which generalizes the fork-join execution model to allow exploitation of parallelism within tasks. In the sporadic DAG model each task (called DAG-task) is represented with a directed acyclic graph (DAG) \( G = (V, E) \), plus \( P \) and \( D \). Each node \( v \in V \) denotes a sequential operation or job, characterised by a worst-case execution time (WCET) estimation. Edges represent dependencies between jobs: if \( (v_1, v_2) \in E \) then the job \( v_1 \) must complete its execution before job \( v_2 \) can start executing. The DAG captures scheduling constraints imposed by dependencies among jobs and it is annotated with WCET estimation of each job.

III. AN OVERVIEW OF OPENMP TASKING

An OpenMP program starts with a single thread of execution, called the master or initial OpenMP thread\(^1\), that runs sequentially. When the thread encounters a parallel construct, it creates a new team of threads, composed of itself and \( n - 1 \) additional threads \( (n \) being specified with the num_threads clause). The use of worksharing constructs allows specifying how the computation within a parallel region is partitioned among threads. In this paper, we focus on the task construct and its associated execution model.

\(^1\)In the rest of the paper, the term “thread” refers an OpenMP thread.
When a thread encounters a task construct, a new task region is generated from the code contained within the task. The execution of the new task region can be then assigned to one of the threads in the current team for immediate or deferred execution, based on additional task-scheduling clauses: depend, if, final and untied. The depend clause allows to describe a list of in, out or inout dependences on target data items. If a task has an in dependence on a variable, it cannot start execute until the set of tasks that with out and/or inout dependences on the same variable complete. Dependences can only be defined among sibling tasks. When an if clause is present and its associated expression evaluates to false, the new generated task becomes undeferred and executed immediately by a thread of the team. The current task region is suspended until the new task completes. When a final clause is present and its associated expression evaluates to true, all its child tasks are undeferred and included tasks, meaning that the encountering threads itself executes sequentially all the new descendants. By default, OpenMP tasks are tied to the thread that first starts their execution. If such tasks are suspended, they can later only be resumed by the same thread. When a untied clause is present, the task is not tied to any thread and so in case it is suspended it can later be resumed by any thread in the team. All tasks bound to a given parallel region are guaranteed to have completed at the implicit barrier at the end of the parallel region, as well as at any other explicit barrier construct. Synchronization over a subset of explicit tasks can be specified with the taskwait construct, which forces the encountering task to wait for all its first-level descendants to complete before proceeding.

Figure ?? shows an example OpenMP program. The code enclosed in the parallel construct defines a team of 10 threads. The master worksharing construct at line 3 specifies that only the master thread executes the associated block of code. At line 4, a new task region T0 is created and assigned to a thread in the team. When the thread executing T0 encounters the task constructs at lines 7, 17 and 23, new tasks T1, T2 and T3 are generated. Similarly, the thread executing T1 will create task T4 at line 11. Tasks T1 and T2 include a depend clause that defines a dependence on the memory reference x, so T2 cannot start until T1 finishes. T3 is an included task because its parent T1 contains a final clause that evaluates to true, so T1 is suspended until T3 finishes. All tasks are guaranteed to have completed at the implicit barrier at the end of the parallel region at line 26. Task T0 waits on the taskwait at line 20 until tasks T1 and T2 (not its descendant task T4) have completed before proceeding past the taskwait.

### IV. Similarities and Differences between OpenMP and the DAG Model

Although the current specification of OpenMP lacks any notion of real-time scheduling semantics, such as deadline, period or WCET, the structure and syntax of an OpenMP program have certain similarities with the DAG model. The most immediate features of the OpenMP programming interface that could be thought of for describing a task graph are the task directive, the depend clause and the taskwait directive. Intuitively, the first describes a job in V in the DAG model; while the second and the third describe the edges (data dependence and synchronization) in E in the DAG model. However, this DAG would not convey enough information to derive a real-time schedule that complies to the semantics of the OpenMP tasking execution model. This section discusses the main OpenMP characteristics that makes it difficult to compare with DAG models.

#### A. The OpenMP Tasking Execution Model

OpenMP defines task scheduling points (TSP) as points in the program where the encountering task can be suspended, and the hosting thread can be rescheduled to a different task. TSPs occur upon task creation and completion, and at task synchronization points such as taskwait directives, explicit and implicit barriers. TSPs divide task regions into parts executed uninterrupted from start to end. Different parts of the same task region are executed in the order in which they are encountered. The example shown in Figure ?? identifies the parts in which each task region is divided: T0 is composed of part00, part01, part02, part03 and part04; T1 is composed of part10 and part11; and T2, T3 and T4 are composed of part2, part3 and part4 respectively. When a task encounters a TSP, program execution branches into the OpenMP runtime system, where task schedulers can: 1) begin the execution of a task region bound to the current thread or 2) resume any previously suspended task region bound to the current team. The order in which these two actions are applied is not specified by the standard, but it is subject to the following task scheduling constraints (TSC):

1. An included task must be executed immediately after the task is created.
2. Scheduling of new tied tasks is constrained by the set of task regions that are currently tied to the thread, and that are not suspended in a barrier region. If this set is empty, any new tied task may be scheduled. Otherwise, a new tied task may be scheduled only if the new tied task is a child task of the task region.
3. A dependent task shall not be scheduled until its task data dependencies are fulfilled.
4. When a task is generated by a construct containing an if clause for which the conditional expression

---

2Additional TSPs are implied at constructs target, taskyield, taskgroup that we do not consider in this paper for simplicity.
evaluates to false, and the previous constraints are already met, the task is executed immediately after generation of the task.

To correctly capture the precedence constraints defined by the OpenMP specification with DAG-based real-time scheduling models it is required not only to know the dependencies among tasks but also to determine: 1) the point in time of each TSP; 2) the task creation clauses that influence the scheduling of a task.

B. WCET estimation and OpenMP Tasks

TSPs also have an impact on the timing analysis of OpenMP tasks, as the timing behaviour of tasks depends on the decisions taken by the execution model upon TSPs. The sporadic DAG model annotates each job in $V$ with its WCET estimation. However, the execution model of OpenMP tasks differs from the execution model of jobs in $V$ in a fundamental aspect: A node in the DAG model is a sequential operation that cannot be interrupted; instead an OpenMP task can legally contain multiple TSPs at which the task can be suspended or resumed as specified by the TSC (explained in Section ??). As a result, the timing behaviour of an OpenMP task not only depends on the computation of the task itself, but also on the timing behaviour of its descendant tasks and the dependencies existing among them. Thus, the WCET estimation of $T_0$ depends on the timing behaviour of $T_1, T_2, T_3$ and $T_4$. Similarly, the timing behavior of $T_1$ depends on $T_2$. Task creation clauses also influence the timing behaviour of a task. This is the case of the final clause, which guarantees that $T_0$ will be executed undeferred by the same thread that executes task region $T_1$. In absence of the final clause, $T_4$ would not necessarily execute immediately, and so the timing behaviour of $T_1$ would change as well.

V. OPENMP AND TIMING PREDICTABILITY: A POSSIBLE UNION

In this section we discuss how to overcome the difficulties of applying DAG-based models to OpenMP execution model highlighted previously, focusing on three key elements: 1) How to reconstruct from code analysis (TSPs) an OpenMP task graph that resembles the DAG-task structure, 2) How to apply WCET analysis to the nodes of the graph and 3) how to schedule OpenMP tasks based on DAG-task methodologies so that TSCs are met.

A. Reconstructing the OpenMP DAG should consider the TSP

The execution of a task part resembles the execution of a job in $V$, i.e., it is executed uninterrupted. To that end, we propose to consider task parts and not tasks as nodes in $V$. Figure ?? shows the OpenMP-DAG of the example presented in Figure ??, in which task parts are the nodes in $V$. $T_0$ is decomposed in its corresponding parts $P_{00}, P_{01}, P_{02}, P_{03}$ and $P_{04}$, with a TSP at the end of each (creation of tasks $T_1, T_2,$ and $T_3$ for $P_{00}, P_{03}$ and $P_{03}$, and the taskwait construct for $P_{02}$). Similarly, $T_1$ is decomposed in $P_{10}$ and $P_{11}$ with the creation of task $T_4$ at the end of $P_{10}$.

Depending of the TSP encountered at the end of a task part (task creation or completion, task synchronization), we distinguish three different dependency types: Control flow dependencies (dashed arrows) that force tasks to start/resume execution after the corresponding TSP, and synchronization dependencies (solid arrows) that force the sequential execution of tasks as defined by the depend clause and task synchronization constructs. The OpenMP-DAG is annotated with all dependency types (with no need to differentiate them).

Besides the depend clause, the if and final clauses also affect the order in which task region parts are executed. In both cases the encountering task is suspended until the newly generated task completes execution. In order to model the undeferred and included task behaviour, we introduce a new edge in $E$. In Figure ??, a new dependence between $P_4$ and $P_{11}$ is inserted such that task region $T_4$ does not resume its execution until the included task $T_4$ finishes.

B. Timing analysis should be applied to task region parts

To comply to the DAG-model, nodes in $V$ in the OpenMP-DAG should also be annotated with the WCET estimation of the corresponding task region parts. By constructing the OpenMP-DAG based on the knowledge of TSPs the timing analysis of each node has a WCET which is independent of any dynamic instance of the OpenMP program (i.e., how threads may be scheduled to tasks and parts therein). The timing behaviour of task parts will only be affected by interferent access to shared resources [?].

C. Real-time task scheduling must not violate the TSC

When applying standard techniques for real-time scheduling of multicores, it is mandatory that the semantics specified by OpenMP TSC are not violated. Task creation clauses not only define new precedence constraints, as shown in Section ??, but they also define the way in which tasks, and parts therein, are scheduled according to the TSC defined in Section ?? This is the case of if, final and untied clauses, as well as the default behavior (tied tasks).

$TSC \ 1$ imposes included tasks to be executed immediately by the encountering thread. In this case, the scheduling of the OpenMP-DAG can follow two strategies: 1) It may assign a higher priority to included tasks or (2) it may consider both the task part that encounters it and the complete included task
region as a unique unit of scheduling. In Figure ??, the former case would give $T_3$ the highest priority. The latter case would consider $P_1$ and $P_4$ as a unique unit of scheduling.

TSC 2 does not allow scheduling new tied tasks if there are other suspended tied tasks already assigned to this thread that are parents of the new task. Figure ?? shows a fragment of code in which this situation can occur. Let’s assume that $T_1$, which is not a parent of $T_3$, is executed by thread $1$. When $T_1$ encounters the creation point of $T_2$, it is suspended because of TSC 4, and it cannot resume until $T_2$ finishes. Let’s consider that $T_2$ is being executed by a different thread instead, e.g. thread $2$. If $T_2$ has not finished, when the creation point for $T_3$ is reached, $T_3$ cannot be scheduled on thread $1$ because TSC 2 is not accomplished, even if thread $1$ is idle. As a result, tied tasks constrain the scheduling opportunities of the OpenMP-DAG. Ideally, every time a new tied task is generated it should be scheduled onto a different thread in order to accomplish the TSC 2.

TSC 3 imposes tasks to be scheduled respecting the task dependencies. This information is already contained in the OpenMP-DAG.

TSC 4 states that undeferred tasks execute immediately if TSCs 1, 2 and 3 are met. untied tasks are not subject to any TSC, allowing parts of the same task to execute on different threads, so when a task is suspended, the next part to be executed can be resumed on a different thread. Therefore, one possible scheduling strategy for untied tasks which satisfied TSC 4 is not to schedule undeferred and untied task parts until tied and included tasks are assigned to a given thread. This guarantees that TSC 1 and 2 are met. This is because task parts of tied and included tasks are bound to the thread that first started their execution, which reduces significantly their shedding opportunities. untied and undeferred task parts instead have higher degree of freedom as they can be scheduled to any thread of the team.

For the OpenMP-DAG to convey enough information to devise a TSC-compliant scheduling, each node in $V$ must be augmented with the type of task (untied, tied, undeferred and included). In Figure ??, $T_0$ is marked as tied, $T_1$, $T_2$ and $T_3$ are marked as untied and $T_4$ is marked as included.

VI. CONCLUSION AND FUTURE WORK

This paper is the first to evaluate the suitability of OpenMP v4 specification and execution model to deliver the performance and predictability required by modern real-time applications on embedded many-cores. We study how to construct an OpenMP task graph which contains enough information to allow the application of real-time DAG scheduling models, from which timing guarantees can be derived. We identify task parts (non-preemptible code segments) as the program unit to which standard WCET estimation and scheduling can be safely applied, and we explain how various types of dependencies, besides explicit constructs, are implied in the OpenMP execution model. Implicit and explicit dependences can be captured in a OpenMP-DAG, to correctly model program behaviour as defined by the OpenMP specification. Finally, we reason about the effect that OpenMP task scheduling constraints may have on the traditional real-time scheduling of this new OpenMP-DAG. Our study shows that the union between OpenMP and timing predictability is possible, and paves the way for new scheduling techniques compatible with the OpenMP-DAG.
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