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ABSTRACT
In the last years the fast growth of bioinformatics field has attracted the attention of computer scientists. At the same time, the exponential growth of databases that contains biological information (such as protein and DNA data) demands great efforts to improve the performance of computational platforms. In this work, we investigate how bioinformatics applications benefit from parallel architectures that combine different alternatives to exploit coarse- and fine-grain parallelism. As a case of analysis, we study the performance behavior of the Smith-Waterman algorithm (SW), which is a dynamic programming approach that explores the similarity between a pair of sequences. The inherent large parallelism of the application makes it ideal for architectures supporting multiple dimensions of parallelism (thread-level parallelism, TLP; data-level parallelism, DLP; instruction-level parallelism, ILP). We study how this algorithm can take advantage of different parallel machines like the SGI Altix, IBM Power6, IBM Cell BE and MareNostrum machines. Our study includes a qualitative analysis of the parallelization opportunities and also the quantification of the performance in terms of speedup and execution time. These measures are collected taking into account the specific characteristics of each architecture. As an example, our results show that a share memory multiprocessor architecture (SMP) like the PowerPC 970MP of Marenostrum machine can surpasses a heterogeneous multiprocessor machine like the current IBM Cell BE.

Categories and Subject Descriptors
C.1.2 [Processor Architectures]: Multiprocessors; D.2.8 [Metrics]: [complexity measures, performance measures]; J.3 [Life and Medical Sciences]: Biology and genetics.

General Terms
Algorithms,Measurement,Performance
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Parallel Architectures, Multiprocessor Architectures, Bioinformatics Applications, Sequence Comparison.

1. INTRODUCTION
Bioinformatics is a very multidisciplinary field including components of mathematics, biology, chemistry, computer sciences, software engineering, processor architecture, hardware design, etc. Currently, bioinformatics is considered as one of the fields of computing technology with fastest growth and development [5]. Additionally, the vast amount of biological data that has become available since the early 1990s has made necessary to create specialized databases to store, organize and index data [7] [4] [2] [1], and also has led the advance in research and development of specialized tools to view and analyse this biological information. Because of that, computational biology and its related components in database systems, visualization and analysis tools has become an emerging workload that requires high-performance computing systems. This emerging importance is also reflected in research and development of several algorithmic methodologies to process biology data efficiently. However, due to the immense quantity of information, performing even a simple analysis on genome-scale data quickly turns into a computationally difficult and time consuming problem.

Bioinformatics allow researchers to process the massive biological data (e.g., nucleic acid and protein sequences, structures, functions, pathways and interactions) and identify information of interest. Bioinformatics is a very diverse field that that include different kind of tasks performed on biological data. Some of these tasks are: alignment and comparison of biology sequences, phylogenetic analysis, multiple sequence alignment, sequences profiling searching, genome-level alignment, sequence assembly, protein structure prediction, protein docking and so on. However, regarding the variety of existing tasks, the most common is the comparison and alignment of biological sequences (DNA, proteins, RNA), which is basically the problem of finding an approximate pattern matching between two or more sequences. Molecular biologists usually compare sequences to find similarities between them in order to define whether one sequence is similar to another. Generally, such comparisons involve aligning sections of the two sequences in a way that exposes the similarities between them. For example, consider the sequences A=cattppggg with eight residues (sym-
and this reduction is obtained at the expense of sensitivity, and several factors compared with the SW algorithm. However, ClustalW [15]. These methods reduce the running time by alignment tasks, such as FASTA [25], BLAST [6] and posed and developed to speedup the execution of the search On the other hand, many heuristic strategies have been proposed different algorithms based on DP to quantifying (DP) is probably the most important programming technique between the two sequences. In the process, scores or alignments are established. Biologists have defined substitution scoring functions that assign a similarity score between all possible pairs of residues. In the case of proteins, these functions quantify whether the substitution of one residue for another is likely to conserve the chemical and physical properties of the protein or is more likely to disrupt essential structural and functional features of the protein. For these reasons, the definition and evaluation of these score functions is an important scientific discussion in the biology community. Numerous approaches have been used to create such quantifications, referred to as substitution score matrix. Some of these matrices are PAM, PAM100, BLOSUM45, BLOSUM62, etc [10] [14] [13]. An interesting discussion about the characteristics of these matrices can be found in [17]. As an example, figure 1 shows the BLOSUM62 amino acid substitution score matrix.

Researchers have proposed several methods for alignment of two biological sequences. However, the dynamic programming (DP) is probably the most important programming method in sequences alignment [30] and many researchers have proposed different algorithms based on DP to quantify the similarity of a pair of sequences [29] [31] [32] [12]. Between these alternatives, the most important sequence-search algorithm is that of Smith-Waterman (SW) [32], which is generally considered to be the most sensitive. Sensitivity is a measure of how well a method can detect the actual similarity between two sequences. Nevertheless, the computationally intensive task involved in the algorithm is a very restrictive factor that prevents the use of these proposals. The time complexity of this algorithm is \( O(mn) \), where \( m \) and \( n \) are the lengths of the two sequences respectively.

On the other hand, many heuristic strategies have been proposed and developed to speed up the execution of the search and alignment tasks, such as FASTA [25], BLAST [6] and ClustalW [15]. These methods reduce the running time by several factors compared with the SW algorithm. However, this reduction is obtained at the expense of sensitivity, and due to this loss of sensitivity some related sequences can not be detected in a search.

For these reasons, in order to perform both sensitive and fast searches in biological databases, researchers have studied and proposed several strategies to produce a fast implementation of the SW algorithm under different computational platforms such as specific purpose hardware, specific purpose coprocessors, general purpose multiprocessors and general purpose uniprocessors.

This paper analyses the implementation of the SW algorithm on diverse parallel architectures that combine multiple dimensions of parallelism (TLP, DLP and ILP). We study how the SW algorithm can take advantage of different parallel machines like the SGI Altix, IBM Power6, IBM Cell BE and MareNostrum machines. Our study includes a qualitative analysis of the parallelization opportunities and also the quantification of the performance in terms of speedup.

This paper is organized as follows: Section 2 details some aspects of the Smith-Waterman algorithm as a solution for the sequence comparison problem. Section 3 presents a brief description of the multiprocessor architectures we use in this work. Next, section 4 analyses several parallel alternatives of implementing the SW algorithm on the described architectures. Then, section 5 describes the experimental methodology used in this work. Sections 6 presents the experimental results and the performance analysis. Section 7 discusses the related work and finally, section 8 summarizes the paper and describes some future work directions.

2. THE SMITH-WATERMAN ALGORITHM AS A SOLUTION FOR SEQUENCE COMPARISON PROBLEM

The SW is a sequence comparison algorithm developed by T.F. Smith and M.S. Waterman [32]. It implements dynamic programming techniques that take two sequences of any length, and at any location determine the optimal alignment between the two sequences. In the process, scores or weights are assigned to each character-to-character comparison: positive for exact matches/substitutions, negative for insertions/deletions. In weight matrices, scores are added together and the highest scoring alignment is reported. A short description of the algorithm follows.

2.1 The Smith-Waterman Algorithm

Given a query sequence \( A \) of length \( m \), a query sequence \( B \) of length \( n \), a substitution score matrix \( S \), a gap-open penalty \( q \) and a gap extension penalty \( r \), the optimal local alignment score \( T \) can be computed using the following

\[
T = \max_{a,b} \left( \begin{array}{lll} 0 & 0 & 0 \\ 1 & 0 & \ldots \\ \vdots & \vdots & \ddots \end{array} \right)
\]

The time complexity of this algorithm is \( O(mn) \).
As we will see in this work, an efficient way of taking advantage of the existing parallelism of the algorithm, basically depends on the two following issues: First, the targeted computational platform (the machine) where the algorithm is executed. Second, the efficient implementation of the algorithm on the selected computing platform. As a starting point of our study, we use an efficient implementation of the SW algorithm which is available in the Ssearch [24] application. We modify the application in order to obtain the different versions of the SW algorithm that are used in this work.

An important characteristic of the sequence comparison is the intrinsic embarrassing parallelism of the SW algorithm, as shown in figure 2. However, this is not the only source of parallelism of the sequence comparison problem. Another important factor is the scenario of execution in which it is required to perform sequence comparison. Usually, biologists require to perform the comparison of some query sequences against several databases that store hundreds of thousands of sequences. Before doing a detailed description of these scenarios, we introduce some discussion about the typical databases used by biologist.

2.2 DNA and Protein Sequence Databases

When the nucleotide sequence of a gene or an entire genome has been determined it is often deposited in large public sequence databases. The three most important public nucleotide databases are GenBank [7], EMBL [2] and DDBJ [1]. GenBank is handled by the National Center for Biotechnology Information (NCBI) in the United States. The EMBL is handled by the European Bioinformatics Institute (EBI) that makes part of the European Molecular Biology Laboratories (EMBL). The DDBJ database is handled by the DNA Data Bank of Japan. These databases are organized in a specific way and they can be accessed and downloaded freely from the webpages of the institutes.

Similarly, potential protein coding regions in the DNA sequences are also translated and collected in protein databases which also include proteins identified by other methods. Swiss-Prot [4] is a public protein database handled by the Swiss Institute of Bioinformatics and the EBI. As an example of the size, the last release (release 56.6) of this database of 16-Dec-08 contains 405506 sequences, comprising 146166984 amino acids (residues).

2.3 Scenarios of Execution and Levels of Parallelism of the SW algorithm

Usually, biologists require to perform the comparison of some query sequences against several databases of sequences. To perform the sequence comparison in this scenario, the Smith-Waterman algorithm of the Ssearch application works as figure 3 shows. Here, the parallelism exists at different levels. First, a coarse-grain parallelism exists because queries can be compared independently against each database. Even for each database it is possible to compare concurrently the query against the sequences held in the database. This coarse-grain parallelism can be exploited by using threaded architectures, massively parallel machines, specific parallel hardware or multcore architectures.

On the other hand, fine-grain parallelism can be exploited in each sequence-to-sequence comparison using the SW algorithm. Here, the basic goal is the computation of a score matrix (part 2 of figure 3). The computation of this matrix contains a data dependency in an antidiagonal fashion as was explained in section 2.1. This parallelism can be exploited by using machines with Single Instruction Multiple Data units (SIMD units), systolic arrays, specific hardware or even multicore architectures with SIMD capabilities like the IBM Cell processor.

The pseudocode shown in listing 1 is a very brief description of the way the sequence comparison is performed in the mentioned scenario by the Ssearch application, that is,

---

Recursive equations:

\[
\begin{align*}
  e_{i,j} &= \max\{e_{i-1,j}, h_{i-1,j} - q\} - r \\
  f_{i,j} &= \max\{e_{i-1,j}, h_{i,j-1} - q\} - r \\
  h_{i,j} &= \max\{h_{i-1,j-1} + S[A[i], B[j]], f_{i,j}, e_{i,j}, 0\} \\
  T &= \max\{h_{i,j}\}
\end{align*}
\]

Where, \(e_{i,j}\) and \(f_{i,j}\) are the maximum local-alignment score involving the first \(i\) symbols of \(A\) and the first \(j\) symbols of \(B\), and ending with a gap in sequence \(B\) or \(A\), respectively. And \(h_{i,j}\) represents the overall-maximum local-alignment score involving the first \(i\) symbols of \(A\) and the first \(j\) symbols of \(B\). The recursion should be calculated with \(i\) going from 1 to \(m\) and \(j\) from 1 to \(n\), with the initial conditions \(e_{i,j} = f_{i,j} = h_{i,j} = 0\) for all \(i = 0\) or \(j = 0\). The order of the computation of the values in the alignment matrix \(h_{i,j}\) is strict, that is, the value of any cell cannot be computed before the value of all cells to the left and above it has been computed. Figure 2 shows the data dependencies in the calculation of \(h_{i,j}\). From the figure, it can be observed that the computation of \(h_{i,j}\) is independent across the antidiagonals. This characteristic has been observed by several researchers and based on it, they have proposed several special purpose architectures that exploit this parallelism [9].
Listing 1: Brief Example of the Typical code in Sequence Comparison problem

```c
/* number_of_query_seqs: Number of query sequences to compare against all the databases */
/* number_of_dbs: Number of databases used in the comparison */
/* number_of_seqs_in_db: Number of sequences stored in a SPECific database */
/* query_seq: Pointer to a query sequence */
/* query_length: Length of a query sequences */
/* database: Pointer to a database of sequences */
/* db_seq: Pointer to a sequence from a db */
/* db_length: Length of database sequence */
main{
    for (i=0; i<number_of_query_seqs) {
        query_seq = get_pointer_to_the_query_seq(i);
        query_length = get_length_of(query_seq);
        for (j=0; j<number_of_dbs) {
            database = get_pointer_to_the_db(j);
            for (k=0; k<number_of_seqs_in_db) {
                db_seq = get_pointer_to_the_seq(k, database);
                db_length = get_length_of(k, db_seq);
                score = perform_SW_between(query_seq, query_length, db_seq, db_length);
                process_result(score);
            }
        }
    }
}
```

3. ARCHITECTURES DESCRIPTION

In order to analyse how the SW algorithm takes advantage of different levels of parallelism, we select a broad spectrum of modern parallel architectures that are able to exploit different levels of parallelism. Most of them can exploit ILP, DLP and TLP concurrently. This section describes these architectures paying special attention to the capability of each one to extract the mentioned levels of parallelism, which impact positively the performance of the SW algorithm.

3.1 SGI Altix architecture

SGI Altix is a shared memory machine, with a Non-uniform Memory Access (cc-NUMA) architecture with 64 dual core Montecito(IA-64) processors. Each one of the 128 cores works at 1.6 GHz, with a 8MB L3 cache and 533 MHz Bus, and the system has a total 512 GB RAM. Each processor core maintains context for two threads of execution (hardware multithreading). This architecture also includes advanced microarchitetal mechanisms for exploiting ILP like predication, speculation, branch prediction, register renaming, etc. Each 128-bit instruction word contains three instructions, and it can fetch up to two instruction words per cycle from the L1 cache. Then, processor can execute up to six instructions per cycle. There are thirty functional execution units organized in eleven groups.

As we can see in figure 3 and in the pseudocode of listing 1, there are various opportunities to extract coarse- and fine-grain parallelism in this scenario of execution of the application. From the point of view of performance, an efficient alternative depends on taking into account the existing differences between the targeted architecture. For example, the thread implementation for Altix machine differs from the IBM Cell BE implementation due to the different programming model that the latter architecture allows. In the next section, we describe different thread implementations of the Ssearch application depending on the target machine.

Figure 3: Scenarios of SW execution on the Ssearch application and type of parallelism
3.2 Power6 Architecture
The Power6 is a two-way simultaneous multithreaded (SMT) dual-core processor, where each core has two integer units, two binary FP units, one decimal floating-point unit and one SIMD unit. Each core has a L1 cache of 128 KB (64 for KB data + 64 KB for instructions) and a 4 MB semi-shared L2 cache, where the cache is assigned a specific core, but the other has access to it. The two cores share a 32 MB L3 cache which is off die. An interesting observation is that Power6 architecture is an in-order design (Previous Power5 machine was an out-of-order execution.) The machine we use in this work is a IBM BladeCenter JS22, which combines four 4.0 GHz Power6 cores. So it is possible to use the machine as a eight SMT processor.

As mentioned, each Power6 core includes an Altivec SIMD unit. This Altivec unit contains seven distincts execution subunits: two load subunits, one store subunit, one simple arithmetic subunit (XS), one vector FP unit (VFP), one complex unit (XC) and one vector permutation unit (VP). However, despite the number of SIMD units, the instruction issue of the core is done by group of 6 instruction and each group can have up to two SIMD instruction. The execution latencies of the SIMD units are: eight cycles for VFP, three cycles for XS, seven cycles for XC and four cycles for VP operations.

3.3 MareNostrum Architecture
MareNostrum [3] is a large parallel computer built with 10240 IBM PowerPC 970MP processors at 2.3 GHz (2560 JS21 blades). Each 970MP processor is a dual core PowerPC RISC. Each core is equipped with 64 KB instruction/32 KB data L1 cache and a 1 MB L2 memory. Each node of MareNostrum has two 970MP, then, each node can sustain up to four threads running concurrently.

The 970MP core includes advanced microarchitectural mechanisms for exploiting ILP like branch prediction for up to two branches per cycle, out-of-order issue of up to 10 operations into 10 execution pipelines, register renaming. It can fetch up to eight instruction per cycle, and contain 10 execution pipelines: Two load/store units, two fixed-point units, two floating-point units, one branch units, one condition register operation unit, one vector permute unit, one vector arithmetic/logic unit (for SIMD operations).

The execution latencies of the SIMD units are: eight cycles for VFP, three cycles for XS, seven cycles for XC and four cycles for VP operations. VPU execution pipelines: Vector simple fixed: 1-stage execution, Vector complex fixed: 4-stage execution, Vector floating point: 7-stage execution, VPERM: 1-stage execution. It is important to remark that in our experiments, we only use one node of MareNostrum, that is, we use up to 4 thread working simultaneously. Then, when we refer to "MareNostrum" we mean one node of it.

3.4 Cell BE Architecture
Cell BE architecture [18] includes a general purpose processor (PowerPC Processing Unit PPU) with in-order execution, connected to 8 128-bit SIMD cores called Synergistic Processing Elements (SPEs). Each SPE has a 256KB scratch pad memory called Local Storage (LS). The nine cores are connected through the Element Interconnect Bus (EIB) which is a circular bus made of two channels in opposite directions each. It is also connected to the L2 cache and the memory controller.

The PowerPC processor is a two-way simultaneous multi-threaded core which includes one Altivec SIMD support and acts as a master for the eight SPEs. The PPE works with conventional operating systems, while the SPEs are RISC processing units that can be seen as accelerators and execute a SIMD ISA with 128 128-bit SIMD registers, but they can not run an operating system. The PPE contains a 32 KB instruction and a 32 KB data L1 cache and a 512 KB L2 cache. An SPE can operate on 16 8-bit integers, 8 16-bit integers, 4 32-bit integers, or 4 single precision floating-point numbers in a single cycle, It is important to remark that SPEs cannot directly access system memory. The 64-bit virtual memory addresses formed by the SPE must be passed from the SPE to the SPE memory flow controller (MFC) to set up a DMA operation within the system address space.

Our experiments run on a IBM BladeCenter QS22 system that includes two Cell BE. As a result, it is possible to have up to four thread running on PPEs and up to sixteen SPEs can be used concurrently. The machine run at 3.2 GHz.

4. PARALLEL STRATEGIES AND IMPLEMENTATION ON DIFFERENT MACHINES
Taking into account the parallel characteristics of the application that have been described in sections 2.1 and 2.3, and the computing platforms where the application runs, it is possible to define several parallel strategies for implementing the algorithm. This section describes several implementations that extract the coarse-grain parallelism using multiple threads (TLP), where each thread works on a specific processing unit of determined computing machine; also, some implementations extract the fine-grain parallelism making use of SIMD capabilities of the different machines. Here, the main idea is to extract parallelism as figure 3 (part 2 and 3) shows. That is, the antidiagonal parallelism.

There are several ways of implementing a parallel version of Ssearch. From the point of view of performance, an efficient alternative depends on taking into account the existing differences between the targeted architecture. For example, the thread implementation for a share memory machine (like the Altix machine) differs from the distributed memory machine (like the IBM Cell BE processor) implementation due to the different programming model that the latter architecture allows. In the next section, we describe different thread implementations of the Ssearch application depending on the target machine.

4.1 Shared Memory Implementations
One TLP alternative is shown in figure 4. Here, a master thread is in charge of taking each database sequence and put it into a work queue (buffer). It will be called a task to process. Each task in the buffer contains all the information about the database sequence that will be compared against the query. There is a worker thread that processes the tasks of a buffer, makes the comparison of the sequences and every time a comparison finishes, the worker returns the score to the buffer. When the worker thread finishes the
processing of all the tasks of a buffer, it tries to own another buffer that is already filled by the master and repeats the process until all the buffers have been processed (when all the database sequences are processed). To avoid unnecessary stalls of the workers, this implementation needs twice buffers than worker threads. The master is also in charge of processing the resulting scores, taking into account, the input parameter given by the user.

4.2 Distributed Memory Implementations

Multiprocessor architectures on a single chip, like Cell BE, combine the capabilities of extracting coarse-grain parallelism, with the capability of extracting fine-grain parallelism using SIMD architecture across the heterogeneous processing units that are part of it. Due to the diverse opportunities that Cell BE architecture offers to the programmers, it is important to consider how the algorithm can be implemented and which characteristics of the Cell BE are more relevant in terms of performance. Here, we study 2 different implementations of the SW algorithm on Cell BE. Porting the SW implementation of Search to Cell BE ISA has relevant details that impact the performance. Some relevant issues are related to the fact that each SPE has its own LS memory to be shared by data and instructions, the synchronization between PPU and SPEs, the length of the sequences to compare. Some of these aspects are analysed in the next sections.

4.2.1 Parallel Search on Cell BE, version 1

In our first approach, to extract TLP, we implement the mechanism described in figure 5, where a master thread performs basically the same work described in section 4.1. A helper thread takes tasks from a buffer and sends them to a specific SPE that performs the comparison, which is the heavier part of the application. There is only one helper thread feeding all the SPEs that perform comparisons. This helper is responsible for interacting with the SPEs. This interaction includes synchronization, sending parameters and receiving results, etc. The helper thread sends tasks to the SPEs in a round robin fashion. When all the SPEs are working, the helper waits for the finalization of one to assign more tasks to it. When a SPE has finished a comparison, it sends the result of the computation to the helper thread that updates this value into the correspondent entry in the buffer. The advantage of this scheme is that there are only two threads working in the PPE and there can be many SPEs working in parallel on independent data (independent sequences of a database).

4.2.2 Parallel Search on Cell BE, version 2

Another parallel alternative is shown in figure 6. In this case, all the available SPEs perform the comparison between the query and a single sequence of a database. In this case, the computation of each matrix is distributed between the SPEs, that is, each SPE is responsible for computing several rows of the matrix. For example, when 8 SPEs are used, SPE0 computes row 0, row 8, row 16, etc; SPE1 computes row 1, row 9, row 17, and so on. There are some possible advantages of this alternative and the following issues are important: better bandwidth utilization and scalability than the previous approach. Improved bandwidth utilization can be achieved since not all the temporal results are written to main memory (the SPEs exchange data in a streaming fashion). This approach is more scalable with increasing sequence sizes because each SPE is holding smaller pieces of data in its local memory as compared to version 1 above. This alternative, however, requires additional synchronization between SPEs that can potentially degrade the performance. This alternative will be very efficient when very large and few sequences are compared. Although this alternative is discussed here, it is important to remark that currently we are working on...
having a final version of code for this implementation. For this reason, there is not evaluation results for this alternative yet.

Table 1 summarizes the studied SW implementations of the Ssearch application, the machines used and some description of the capability to extract coarse- and fine-grain parallelism of each machine.

5. EXPERIMENTAL METHODOLOGY
As a starting point of our study, we execute all the SW implementations and take results across different number of processing units. We discuss these results in terms of execution time and reached speedups.

In the sequence comparison problem, the length of sequences is an important factor that compromise the performance. We perform an evaluation of the SW algorithm implementations with two sets of sequences with different length that lead to two scenarios: First, when comparisons are performed between sequences with a relatively short length, that is, sequence lengths < 2500 symbols. Second, when comparisons are performed between longer sequences (length size > 4000). This issue is especially important for the application implementation on the IBM Cell BE machine because due to the fact that the 256KB local memory space of each SPE should be shared between data and program. For this reason, we distinguish the following two different scenarios of the SW execution:

- **Comparing Short Sequences:** Following the process explained in figure 3 (part 3), when implementing the SW algorithm on Cell BE, every time a vector antidiagonal is computed, some temporal results have to be stored because they will be used in the computation of a vector in the next row. When the query and database sequences are short enough, all the temporal values of a row can be kept in the Local memory of the SPE, which helps to reduce significatively the amount of DMAs operations from LS to main memory and viceversa. We say that a sequence is short when its length is < 2500 symbols. With this limit, we ensure that data and program fit in the LS without having to send them to memory via DMA.

- **Comparing Long Sequences:** When sequences are longer, the process requires that temporal computations (the border between rows in figure 3) have to be stored back in memory instead of using the local store memory (LS). This is because the amount of data (that depends on the sequence lengths) could not always fit entirely into the LS. As a result, not only the traffic gets increased between memory and the LS, but also the processing of data has to wait for the DMA transfers completion. However, the impact of this limitation can be diminished by using multi-buffering to overlap the SPE processing with DMA transfers of the next data. The important decision here is the choice of appropriate block sizes of data to be computed and transferred using DMA.

For the Ssearch inputs, we use several protein query sequences against the SwissProt database [4]. These queries represent a range of well characterized protein families used in other works to evaluate different alignment approaches [26]. The SwissProt database contains around 405506 sequence entries. We used the blosum62 amino-acid substitution score matrix [13]. The applications are implemented in C. For Cell BE, the code segments running on the PPE side were compiled with ppu-gcc 4.1.1 with -O3 -maltivec options. The code in the SPE side was compiled using SPE-gcc with -O3 option. For the rest of the platforms we use the gcc compiler 4.2.1 with -O3 optimization level.

6. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS
This section discusses the results of the performed experiments. We have looked mostly at parallel execution issues due to the parallelism exiting in the SW algorithm.

6.1 Execution Time on Different Architectures
Figures 7 and 8 show results when comparing short and long sequences respectively. As expected, scalar version of Ssearch, (that is, the version that runs on the Altix machine) is less efficient than the remaining alternatives. Although this version is an implementation of the SW algorithm that exploit TLP, it also can benefit from the ability of the processor to exploit ILP. However, these two levels of parallelism are not enough for the SW algorithm.

An interesting observation comes from the comparison of the execution of Power6 and PowerPC 970MP of Marenostrum machine. Both machines can exploit TLP and fine-grain DLP using SIMD execution, however, the results show that Marenostrum surpasses Power6; for example, using two worker threads in Marenostrum and four worker threads in Power6 machine the application requires the same time to be executed. Although the Power6 is a very specialized architecture and its operation frequence is greater than the PowerPC 970MP, Power6 is an in-order machine while PowerPC 970MP is an out-of-order one, that is, the latter can combine the capabilities to exploit TLP and DLP with ILP also. Additionally, as explained in section 3, the execution latencies for SIMD units in Power6 are longer than the latencies in the PowerPC 970MP.

On the other hand, Cell version delivers a greater performance than Power6 machines, but less than Marenostrum. This is an interesting result because it shows that the PowerPC 970MP architecture can overcome SPEs of Cell. As an example, for short sequence comparisons, when two worker threads are used in Marenostrum, it is 18% faster than the Cell-opt1 version with two SPEs; while the same PowerPC 970MP is only 16% slower than Cell with three SPEs. Additionally, using four worker threads in Marenostrum has equal performance than using Cell with seven SPEs. Similar behavior is presented when longer sequences are compared.

6.2 Speedup
Figures 9 and 10 show the results of speedup for the evaluated architectures (for short and long sequences respectively). The X axis means number of worker threads for Altix, Marenostrum, and Power6 architectures. It means
Table 1: Evaluated SW implementations

<table>
<thead>
<tr>
<th>Name</th>
<th>Machine</th>
<th>Strategy</th>
<th>Coarse-grain parallelism (maximum number of threads)</th>
<th>Fine-grain parallelism</th>
</tr>
</thead>
<tbody>
<tr>
<td>altix-scalar</td>
<td>SGI Altix</td>
<td>Figure 4</td>
<td>1 master + 16 workers</td>
<td>ILP in the Itanium superscalar machine</td>
</tr>
<tr>
<td>Marenostrum</td>
<td>MareNostrum, 1 node</td>
<td>Figure 4</td>
<td>1 master + 4 workers</td>
<td>DLP with Altivec SIMD extension</td>
</tr>
<tr>
<td>Power6</td>
<td>Power6 machine</td>
<td>Figure 4</td>
<td>1 master + 8 workers</td>
<td>DLP with Altivec SIMD extension</td>
</tr>
<tr>
<td>Cell-opt1</td>
<td>PPU + n SPEs</td>
<td>Figure 5</td>
<td>1 master + 1 helper + 16 workers</td>
<td>DLP with SIMD Cell ISA</td>
</tr>
</tbody>
</table>

7. RELATED WORK

A wide range of proposals aimed at reducing the execution time of the SW algorithm targeting parallel machines with multiple processing units, has been developed and evaluated. There are basically, two parallel strategies to perform sequence comparison on large databases. The first strategy involves the use of several processors that cooperate between them to compute each comparison [8] [20] [16] [33]. This is a way to exploit fine-grain parallelism among processing units. The other strategy consists in distributing the whole database between the available processors and then, each processor performs comparisons independently [11] [22]. The first solution requires that communication between processors is fast enough to perform all the computation cooperatively. Additionally, the synchronization between processor plays an important roll to obtain significant performance. The second solution uses the processing units of a parallel machine in such a way that each processor performs its comparisons independently. This solution does not require very fast communication mechanisms between processors. Also, the synchronization between them is not very relevant. Here, the most important issue is the capacity of each processor

Another important observation is related to the speedup that the Power6 and Marenostrum machines reach. Both machines can take advantages of the SIMD approach to exploit fine-grain DLP. The speedup is almost linear when less than 4 worker threads are used. After this, the behavior is not linear. The same observation is done for the Cell version of the application. Here, we can see that the Cell machine can exploit both fine- and coarse-grain parallelism in a very efficient way when using no more than 7 or 8 workers (in this case, X axis represents the number of workers SPEs as we explained in sections 4.2.1). After that, for short sequences the speedup does not increase linearly when more SPEs are used. However the contrary behavior is observed when long sequences are compared. Additional experiments have shown that when short sequences are compared and many processing units are used, the buffers are consumed faster and the master thread spends a significant percentage of time reading the sequences of the database, becoming the bottleneck of the application. That is, reading the database becomes critical. On the other hand, each worker thread is spending most of the time performing computation.
to perform computations efficiently. The load balancing is another important aspect in order to assign approximately the same amount of work to each processor.

On the other hand, there are evaluations of the SW algorithm that combine superscalar processing and Single-Instruction Multiple-Data processing on augmented general purpose processors [26, 29] to exploit fine-grained parallelism in the sequence alignment problem. However, due to the permanent and almost exponential growth of the amount of biological data, it is clear that this solution alone does not satisfy the performance demands imposed by this field.

Combining the SIMD approach inside a processing unit, with multiple processing nodes to distribute the work is an alternative that combines the advantages of the mentioned strategies. Some modern multi-processor architectures on a single chip, e.g. the Cell BE [18], CUDA [27], Power6 [19]; combine the parallelism benefits of multiprocessor systems, with the higher speed interconnects of the systems on a chip and the lower power consumption. However, some of these alternatives have not been studied in depth as a solution for the sequence alignment problem and in general, for bioinformatics applications. Sachdeva et. al [28] present some results on the viability of Cell BE for bioinformatics applications, all performing sequence alignment. In this case, the authors describe the use of several SPEs for a pairwise alignment of only 8 sequence pairs that fit entirely in the LS, however the analysis does not include more complex scenarios where large databases and long sequences are compared. Svetlin [21] describes a SW implementation on the last-generation Graphics Processing Units (GPU) G80 of Nvidia, but again, the main goal of the work is the mapping of the algorithm on the architecture of the mentioned GPU.

8. CONCLUSIONS AND FUTURE WORK

In this paper we studied the performance behavior of SW algorithm, which is one of the most well-known sequences comparison algorithm, on different computational platforms. We have observed that due to the embarrassing parallelism of the algorithm and the possible scenarios of use, it requires parallel architectures that can exploit both coarse- and fine-grain parallelism efficiently and even also ILP.

We see that Cell BE architecture is very efficient exploiting the first two mentioned level of parallelism that the application needs. However, with a deeper performance analysis, we realized that one of the main reasons for performance degradation when Cell BE is used, is the limited performance that the PPE delivers. The results shows that even though the SPEs are very efficient accelerators for sequences comparison problem, the modest characteristics of the PPE leads as a consequence that the threads working in this part of the Cell BE, cannot execute their tasks as fast as SPEs needs.

In the SW implementation on Cell, the part of the code that runs in PPE is basically a scalar code which could benefit from the ability of a processor that can exploit ILP more efficiently than the current PPE. Results for PowerPC 970MP architecture of Marenostrum manchine show that combining the benefits of exploiting TLP, DLP and ILP is needed to speedup the SW algorithm. On the other hand, a machine like Altix which can only extract TLP and ILP is not enough to satisfy the challenges that sequence comparison problem represents.

However, additional experiments are being performed in order to investigate which algorithmic and architectural improvements can be carried out to increase the speedup even more. Also, we are investigating other possibles scenarios where sequence comparison is requiered and how these scenarios present challenges to these architectures. Also, our current and future work involves the usage of architecture simulation techniques in order to evaluate possible solutions to the identified limitations of the Cell BE architecture. Our final goal is to use this research as guidance for the architecture design of future multi-core systems targeting bioinformatics applications. We also intend to widen our study to other applications of the same bioinformatic field. This work is one step towards the definition of a future multi-core architecture incorporating domain specific bio-accelerators. We believe that multi-core architectures able to exploit multiple dimensions of parallelism are a valid option that will play an important role in the future of bioinformatics.
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