Tailoring resources: the energy efficient consolidation strategy goes beyond virtualization
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Abstract

Virtualization and consolidation are two complementary techniques widely adopted in a global strategy to reduce system management complexity. In this paper we show how two simple and well-known techniques can be combined to dramatically increase the energy efficiency of a virtualized and consolidated data center. This result is obtained by introducing a new approach to the consolidation strategy that allows an important reduction in the amount of active nodes required to process a web workload without degrading the offered service level. Furthermore, when the system eventually gets overloaded and no energy can be saved without losing performance, we show how these techniques can still improve the overall value obtained from the workload. The two techniques are memory compression and request discrimination, and were separately studied and validated in a previous work to be now combined in a joint effort. Our results indicate that an important improvement can be achieved by deciding not only how resources are allocated, but also how they are used. Moreover, we believe that this serves as an illustrative example of a new way of management: tailoring the resources to meet high level energy efficiency goals.

1. Introduction

In this paper we present how two simple and well-known techniques can be combined to dramatically increase the energy efficiency of a virtualized and consolidated data center. Increased energy efficiency is obtained through the introduction of a new approach to the consolidation strategy by combining: memory compression and request discrimination. Combining these techniques enables an important reduction in the amount of active nodes required to process a web workload by dynamically classifying and shaping the workload, without degrading the offered service level. Furthermore, when the system eventually gets overloaded and no energy can be saved without losing performance, we show how request discrimination can still improve the overall value obtained from the workload. The two techniques were separately studied and validated in a previous work to be now combined in a joint effort. Memory compression is used to convert CPU power into additional system memory. The amount of extra memory produced using this technique can potentially go beyond consolidation through virtualization by allowing the placement of an extra application that did not fit in a node before, therefore reducing node underutilization. Request discrimination is introduced to classify web requests according to the value they have to the system with the purpose of prioritizing those requests that add more value to the system, in overload conditions.

Notice that both of the techniques described here can produce a similar effect in a system: reducing the number of nodes necessary to meet a certain service level criteria. This extra consolidation is achieved through memory compression by increasing the number of application instances that can be placed in a node, and through request discrimination by reducing the load on the system, thus allowing more options to collocate applications.

1.1 Benefits of memory compression

We consider a scenario composed of 3 identical servers and 4 different web applications. Neither allocation restrictions nor collocation restrictions are defined, but placement is still subject to resource constraints, such as the node memory and CPU capacity. We also consider 4 different applications, in which application 1 can not be placed together with any other application because of the memory constraints, whereas all its CPU demand can be satisfied by one single node. Applications 2, 3 and 4 can be collocated, but only two of them can be placed together in each node.

Figure 1 shows the memory and CPU consumption observed in our experiments. Notice how memory constraints lead to a situation where the three nodes are clearly underutilized in terms of CPU power. At this point, we introduce the use of memory compression to increase the memory capacity of a node on demand. The memory is produced at a cost in terms of CPU power. In the scope of this experiment, we assume an achievable compression factor of 47% (see [1] for more details), and will use an 50% increased memory capacity for each active node at a cost of 1320MHz of CPU power. The resulting CPU and memory consumption for the same workload when memory compression is applied can be seen in Figure 2. Initially, the four applications are placed in node 3, until point A is
reached. Notice how 2 nodes can be switched off before that point. At that point, more CPU power is denaded, and application 1 is migrated to a second node which is switched on for this purpose. Finally, at point D, aggregated CPU demand for all the applications can be satisfied again with one single node and thus all the applications are placed again in server 3.

1.2 Benefits of request discrimination

Once a placement is decided, the resources allocated to each application are determined. After that, the application can be either overloaded or not, depending on the observed load. In the case an application is overloaded and not all the demand can be satisfied, a portion of the received requests must be dropped. Even in this hard scenario, request discrimination can be useful to increase the aggregated value of the system by considering the value associated to each request. Based on real access logs obtained from a top national travel company, Figure 3 shows the total number of requests corresponding to buying clients present in the workload (solid line), as well as how many of these requests are accepted when overloading requests are rejected following a random policy (dashed line) and a machine-learning-based policy (dotted line) as described in [2,3]. It can be observed from the figure, that in periods of time when the system is not overloaded all the requests are accepted and thus all the requests corresponding to purchasing sessions are processed. On the other hand, when the system is overloaded, using a good discrimination technique can improve the obtained result by dropping first the requests corresponding to non-purchasing.
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