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a b s t r a c t

In this paper we study the problem of large-scale resource congestion from the control and regulation
point of view. Applications and services running in large-scale shared infrastructures like Grids or Plan-
etLab have different resource usage profiles and different resource consumption strategies according to
their specific requirements. However, users of these types of infrastructure tend to prefer a subset of
available nodes to execute their tasks. As a result, this pattern of user behaviour usually leads to an unfair
distribution of work between nodes — i.e. some nodes are highly loaded while the others remain almost
idle. We find that most current research focuses on short-term and per-resource scheduling, and the is-
sue of efficient resource allocation in the long term, and system wide, is not yet appropriately studied.
Thus, there is a need for controlling, distributing and limiting the capacity of each participant to consume
resources considering the state of the system as a whole. Our main contribution is the introduction of a
novel macro-scheduling (long-term and system-wide) mechanism for resource capacity self-regulation
in which virtual currency or money is used as a tool to govern resource and service usage in massively
distributed settings, which are otherwise hard to control. We show by simulation that our approach suc-
cessfully redistributes the load in a fair and economically efficient manner.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

The current and future Internet, as an open shared network and
service infrastructure, is used by more people and more diverse
applications every day. However, the growth in usage, capacity
and diversity makes it increasingly difficult to provide users with
sustainable, high-quality services.
In addition, shared computing infrastructures rely on the in-

dividual contributions of participants to create an infrastructure
with enough power to run large-scale applications and services. A
key characteristic of this type of shared infrastructure is its peer-
to-peer nature, in which participants are both consumers and re-
source providers acting in their own interests. Examples include
scientific collaboration grid networks [1,2] or network testbeds
such as PlanetLab [3] or EmuLab [4].
To solve the resource allocation problem, traditional schedulers

optimize usage, throughput or response time at a cost of cen-
tralizing components and compromising scalability. An opposite
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approach is to implement an economic solution in which com-
putational markets give users control over the service levels they
require in large-scale resource sharing. These economics-inspired
systems have been shown to be a decentralized, scalable and effi-
cient way of allocating resources according to user preferences.
However, the combination of resource-intensive applications

and user preferences can lead to levels of demand that saturate
the infrastructure, negatively affect other users or compromise
the overall stability of the system. In addition, saturation usually
affects only a subset of the infrastructure resources, known as
hotspots, whereas the load remains lowover the rest of the system.
In this paper, we present a set ofmechanisms for self-regulation

of resource and service exchange to ensure thatwork is distributed
in a fair and stable way. Besides, current economics-inspired mod-
els focus only on short-term (i.e. micro-economic1) interactions
between participants, and the effects of long-term, system-wide
(i.e. macro-economic2) interactions have not yet been analysed
in depth. Although economic scheduling is efficient regarding the

1 A branch of economics that focuses on the ways in which individuals,
households and firms determine how to allocate limited resources, typically in
markets where goods or services are being bought and sold.
2 A branch of economics that focuses on the behaviour of an economy at the
aggregate level and the effects of government actions (such as laws or taxation
levels).
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social welfare of a system, it can also lead to system-wide perfor-
mance penalties.
We stress the importance of introducing regulatory mecha-

nisms for controlling and limiting user demand for shared re-
sources. Consequently, our main contribution is the introduction of
a novel mechanism for self-regulation of resource capacity based on
virtual currency management. Besides, we show that our macro-
economicmechanism is a powerful tool that (i) provides userswith
incentives to distribute their tasks to prevent the emergence of
hotspots in large-scale infrastructures and (ii) enables the redis-
tribution of wealth to improve the social fairness of the system.
Additionally, the money-based infrastructure introduces an eco-
nomic incentive for enforcing regulatory standards to improve the
overall governability and sustainability of the network.
The rest of this paper is organized as follows: in Section 2 we

present the motivation and problem statement; in Section 3 we
present related work on resource allocation mechanisms; in Sec-
tions 4 and 5 we describe the systemmodel and present our regu-
latory mechanism; in Section 6 we analyse the simulation results;
in Sections 7 and 8 we conclude the study by discussing the appli-
cability of our solution and proposing areas for future work.

2. Motivation and problem statement

Free access and unrestricted demand for finite resources ulti-
mately leads to over-exploitation and degrades quality of service
(QoS). This problem arises because the benefits of exploitation are
received by individuals – each of whom is determined tomaximize
their use of the resource –whereas the costs of the exploitation are
distributed between all of those who have access to the resource.
This, in turn, increases demand for the resource to such an extent
that the resource is exhausted and becomes useless. This is a clear
example of the well-known problem tragedy of the commons [5] or
free-riding.
As a motivation, in this section we analyse a reference system

like PlanetLab using data from CoMon, a monitoring infrastructure
for PlanetLab [6]. Wemeasured PlanetLab usage over a one-month
period,3 restricting our study to available nodes (i.e. nodes to
which users actually had access) and discarding those nodes that
were inoperative due to maintenance work, network connectivity
problems, or for other reasons.
Fig. 1(a) shows the load quartiles (first, second and third quar-

tiles) during themeasurement period for allworking nodes in Plan-
etLab. Despite daily variations, the nodes appear to be very highly
loaded: the mean for each day is over 3, which is considered to
be overloaded [7]. This is not necessarily a problem, since it is a
sign of the usefulness of the infrastructure for the users. However,
Fig. 1(b) shows that almost 50% of nodes are persistently over-
loaded whereas the others are underloaded. The overloaded nodes
provide lower QoS to applications, whereas the other nodes are
mainly idle. In Fig. 1(c), we can see that the distribution has a pos-
itive skew, which indicates that the mass of the distribution is un-
balanced.
If we consider a reasonable scenario in which tasks are dis-

tributed uniformly among resources, the load distribution (i.e. the
number of tasks running on a given resource) should follow a nor-
mal distribution, with low variance and a skew value close to zero,
which indicates that most of the nodes support the same work-
load.We assume that our target load distribution should be similar
to a normal distribution because if tasks are distributed randomly
among resources following an unbiased and uniform distribution,
all resources are treated equally. Therefore, according to the law of
large numbers, if there are a large number of resources, the sum

3 Observed from 24 March to 23 April 2009, with samples of each node
taken every 5 min. Traces are publicly available following the instructions at
http://comon.cs.princeton.edu/#DataAccess.

of independent identical variables (the sum of tasks on a resource
equals the load) constitutes a normal distribution.
The presence of overloaded nodes is a result of correlated user

preferences (i.e. users tend to prefer similar nodes in terms of
reputation or technical characteristics) and the lack of incentives to
behave considerately in these types of collaborative environment.
Even if micro-economic schedulers are used, the correlated

preferences could lead to overloading certain nodes with higher
preference weights. However, the higher revenue generated by
these overloaded nodes leads to an unfair distribution of wealth
among participants.
This scenario is very similar in real-world economies, where

wealth is distributed following a Pareto distribution (i.e. a ‘‘long-
tail’’ distribution). Although a Pareto wealth distribution is not
inherently unhealthy, a fair distribution of wealth (in open testbed
infrastructures like PlanetLab) would be one that gives researchers
the same chance to test their proposals in similar conditions,
regardless of their actual incomes.
To address the unbalanced load between nodes and the un-

fair wealth distribution between users, we propose a macro-
economic approach (i.e. a long-term, system-wide strategy) based
on regulation through virtual currency management, which can
be viewed as a capacity management mechanism, that gives re-
source providers and consumers incentives to redistribute the
load in large-scale shared infrastructures to prevent congestion on
hotspot nodes and to distribute wealth equitably — i.e. accommo-
date user demand in amore reasonable scenario (see Fig. 1(b)). Our
solution is based on automatically detecting and forcing the redis-
tribution of tasks by taxing resource prices until we reach a rea-
sonable distribution of work.

3. Related work

In this section we present related resource allocation studies in
which both economic and non-economic mechanisms are used.
Studies which do not consider economic concepts analyse

the resource allocation as a scheduling problem (see the survey
by Pinedo [8]). These proposals range from simple, centralized
scheduling algorithms like First Come First Serve (FCFS), to Short-
est Job First (SJF), which provides efficient allocations but does not
take into account the different values of the users’ tasks.
On the other hand, extensive research has also been carried

out into the application of economic models to resource allocation
in large-scale shared infrastructures. Computational markets have
been shown to allocate resources efficiently in a decentralizedway
in the presence of selfish utility-optimizing resource consumers
and selfish profit-optimizing resource providers. Shirako [9] is
a toolkit for building utility services for dynamic on-demand
sharing of networked resources through programmatic interfaces.
Shirako is based on a common, extensible resource leasing abstrac-
tion [10] similar to those used in the allocation of airline seats. It
combines elements of lifetimemanagement andmutual exclusion.
Although Shirako mainly uses flexible mechanisms for trading re-
sources between clients through a series of leases, there is no reg-
ulation mechanism between resource brokers, which can lead to
over-provisioning of resources. Consequently, negotiated service
level agreements (SLAs) might be broken and the infrastructure, or
a subset of it, may suffer congestion.
Bellagio [11] is a market-based resource allocation system for

federated distributed computing infrastructures like PlanetLab.
The Bellagio architecture is based on a centralized auctioneer
which allocates resources periodically and determines the corre-
sponding user payments. Users specify resources of interest by
bidding in a combinatorial auction [12]. The amount of virtual cur-
rency owned by a site is determined directly by the central author-
ity, which establishes the share of virtual currency assigned to each
site. Although the final allocation is proportional to the bids adver-
tized by users, Bellagio does not provide software agents that can
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(a) Load evolution. (b) Load distribution.

(c) Load (uptime).

Fig. 1. Measures of system overload for all working nodes in PlanetLab from 24 March to 23 April 2009. (a) The evolution of load quartiles. (b) The frequency histogram of
the load average for each node and the load CDF for the same period. The green zone represents idle resources and the red zone represents overloaded resources. (c) The
load distribution statistics. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

act on behalf of their users tomaximize their utility; consequently,
the system can be sub-optimal, because human users may not be-
have in an economically rational way under certain circumstances.
Buyya et al. developed Nimrod-G [13], a resource broker that

supports deadline and budget constrained scheduling algorithms
[14] for task-intensive applications in clusters. However, their
algorithms are only designed to make efficient local resource al-
locations between competing users, and do not establish a coor-
dination between schedulers or fully analyse the long-term effect
of their algorithms on the overall infrastructure. Also, studies of
double auctions (see the survey by Friedman [15]) or combinato-
rial auctions (see the survey by De Vries [16]) allocate users to re-
sources on the basis of short-term economic efficiency and do not
take into account infrastructure-widemetrics such as the distribu-
tion of work among resources.
Finally, Tycoon [17] is a distributed market-based resource al-

location system in which every node in the system runs an in-
dependent auction for its local resources. Auctioneers conduct a
proportional share-based auction in which users receive a propor-
tional amount of a single resource (virtualized CPU and memory)
determined by the size of the bids made by all users for the same
resource. Users are assigned a fixed amount of currency to spend
over time to allocate their tasks. Although this model is similar to
the one presented in Section 4, it does not consider system-wide
metrics associated with correlated resource preferences—e.g. the
uneven distribution of work among nodes. In addition, the Tycoon
model considers symmetric systems in which all users have the
same budget, whereas our model takes into account the behaviour
of the system in the presence of variable budget constraints be-
tween participants.
We believe that most current research focuses on the short-

term allocation and maximization of user utility and does not
address the behaviour and health of the system as a whole or
system-widemetrics like the distribution ofwork load, the propor-
tionality between consumption and contribution, or the impact of
different budget constraints on user utility.

4. Systemmodel

Our solution is designed for a system consisting of an arbitrary
large set of nodes (physical or virtual machines) at diverse loca-
tionswhich communicate viamessagepassing over a network such
as the Internet. The system is dynamic in the sense that nodes and
networks can be added or removed and can degrade (overload) or
fail at any time. The nodes are resources owned by different organi-
zations and, although there are common protocols and rules, there
is no need for a central executive authority to carry out the day-to-
day management of the system. Each organization can freely de-
termine the number of resources it contributes to (or shares with)
the system beyond a specified minimum. Participants in the sys-
tem are human users (or software agents participating on their be-
half) who usually belong to a single organization and execute their
tasks across a subset of available nodes (see Fig. 2(b)).
In view of the above scenario and the benefits of market-based

resource allocation in decentralizing resource scheduling in a end-
to-end way, the system requires a short-term micro-economic re-
source allocation foundation to enable users to express their
preferences as prices. Extensive research has been carried out in
this field. The most popular approach is to use some form of auc-
tion to extract the market price directly from the users’ bids, for
example an English auction, a Dutch auction, a double auction or
combinatorial auction [18,15,16,19]. The main drawbacks of
auction-based systems are that the response time is slow (bidders
have to wait for auction clearing) and they are unsuitable for divis-
ible resources because of the complexity involved in determining
the most efficient way to divide a resource.

4.1. Proportional share allocation

The simplest and most appealing mechanism for shared divis-
ible resources is to use proportional share auctions, which have
already been proposed for OS process scheduling [20], I/O disk
scheduling [21] or task scheduling in grid environments [22].
In this case, allocations are proportional to the consumer’s weight

Please cite this article in press as: X. León, et al., Using economic regulation to prevent resource congestion in large-scale shared infrastructures, Future Generation
Computer Systems (2009), doi:10.1016/j.future.2009.11.004
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(a) System architecture. (b) Virtual organization model.

Fig. 2. System architecture and system model overview. (a) The interactions between components. (b) A schematic representation of a virtual organization based on
contributed resources that earn virtual currency and users who consume resource from other organizations. Resources and users from the same organization share the same
virtual account.

(or preference for a resource) and inversely proportional to the sum
of all other users’weights for the same resource. Therefore,webase
themode for our system on the price-anticipatingmechanism pro-
posed in [23], in which each user submits a bid for resources and
the price of the machine is determined by the total bids submit-
ted. More formally, the price of resource j is set to Yj =

∑k
i=1 xij,

where k is the number of bids on resource j and xij is a non-negative
user’s i bid for resource j. Following the proportional share alloca-
tion mechanism, user i receives a fraction rij =

xij
Yj
of resource j.

A game theory analysis of the aforementioned price-anticipa-
tingmechanism can also be found in [23]. Feldman et al. propose an
algorithm for finding the best response4 of an agent to the system.
Given a fixed budget X and a pool R of divisible resources, the
algorithm finds the distribution of bids across resources that yields
the highest utility for an individual player i by solving the following
optimization problem (1):

maximize Ui

(
∀j∈R
xij
Yj

)
subject to (1)

m∑
j=1

xij = Xi and xij ≥ 0.

The computational cost of the optimization algorithm is
θ(n log n), which is acceptable considering the computational
power of current hardware and the input size of the problem. Fi-
nally, Feldman et al. show that there is always a Nash equilib-
rium when the players’ utility functions are strongly competitive,
i.e. when there are at least two users competing for each resource,
which is a reasonable assumption in systems like PlanetLab. They
also show that the Nash equilibrium resulting from the best re-
sponse dynamics is efficient and fair.

4.2. Metrics

The utility of each user i is represented by a function Ui of
the shares obtained by the user from each machine. An impor-
tant issue in representing utility is the notion of preference for re-
sources, since each user could have a different preference for the
same machine. Consequently, we consider a linear utility function
Ui(ri1, . . . , rin) = wi1ri1 + · · · + winrin, where wij is the private
preference of user i for resource j. This utility function is suitable
for heterogeneous environments inwhich resources are valued dif-
ferently by each participant.
To study the behaviour of our proposed mechanism, we con-

sider the following metrics.

4 In game theory, the best response is the strategy (or strategies) that produces
the most favourable outcome for a player, taking other players’ strategies as given.

• Load uniformity and dispersion: The load distribution is an in-
teresting metric for measuring the overall health of the system
in terms of congestion. In thismodelwe assume that if users are
willing to spend virtual money on a resource, they will eventu-
ally execute a process. Therefore, we consider the load L on a
resource to be the number of positive bids on that resource. To
measure the distribution of load among nodes, we define two
different metrics. Firstly, the load uniformity is represented by
min Li
max Li

, which is the ratio between the minimum and maximum
loads. The higher the ratio, the greater the distribution of the
load among resources, since each resource supports a similar
workload. Secondly, we measure the dispersion of the load as
the standard deviation σ(L) of the node loads.
• Efficiency (price of anarchy): For an allocation scheme ω at
equilibrium, the efficiency is computed as π(ω) = U(ω)

U∗ , where
U(ω) =

∑n
i=0 Ui(ωi) and U

∗
= max(U(ω))∀ω. In our case, it is

easy to compute the social optimum U∗ because it is achieved
when we allocate a whole node to the user with the highest
preference weight on that node. Thus, it represents the loss in
efficiency as a result of user’s selfishness and decentralization.
• Fairness (uniformity, envy-freeness): To represent the fairness
of our system, we consider two different metrics: utility uni-
formity and envy-freeness. Utility uniformity is represented by
υ(ω) =

minUi(ωi)
maxUi(ωi)

, which is the ratio between theminimum and
maximum utilities. The higher the ratio, the fairer the mech-
anisms, since users obtain similar utility from the system. An-
other way tomeasure the fairness of an allocation in Economics
is to determine the envy-freeness [24], which is represented by
ρ(ω) = min(minij

Ui(ωi)
Ui(ωj)

, 1), where Ui(ωi) is the utility of user i
and Ui(ωj) is the utility that user iwould have if it was allocated
the resource shares of user j. In other words, envy is related to
user i’s perception of its own allocation with respect to those
received by the other users.

An economically healthy resource allocation scheme should
enforce a Nash equilibrium with high efficiency and high fairness.
We also aim to guarantee high load uniformity and low dispersion,
to distribute the load evenly while maintaining the high efficiency
and fairness produced by the proportional share model.

5. Currency Management System: An economics-inspired self-
regulation mechanism

As explained in Section 2, the main problem is the unfair distri-
bution of tasks among nodes in heavily loaded systems. As in the
real economy, free-market mechanisms sometimes fail to address
such problems and central governments impose restrictions (reg-
ulations) on the system that are designed to act as incentives to

Please cite this article in press as: X. León, et al., Using economic regulation to prevent resource congestion in large-scale shared infrastructures, Future Generation
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behave in a certain way. The existence of a central authority with a
degree of global and aggregated knowledge of the system does not
necessarily restrict its scalability, as discussed in Section 7.
We propose a self-managed regulatory body (i.e. a virtual bank

or Currency Management System (CMS)) which manages through
simple policies the virtual currency used by participants to bid for
resources. The CMS has a two-fold aim: (i) to limit the amount
of currency each user can spend on resources, thereby restricting
their long-term purchasing power; and (ii) to introduce long-term,
system-wide macro-economic policies that act as a self-regulation
mechanism by taxing resource prices according specified policies
and redistributing wealth (virtual currency) among participants to
improve the overall fairness of the system.
Resource taxation (following specified policies) increases prices

and encourages users to bid for alternative resources. For exam-
ple, one policy would be to improve availability by imposing taxes
on those resources with low availability; consequently, resources
with low availability would generate less revenue because users
would tend to change their bids to resources with lower taxes,
which would, in turn, provide an incentive to improve the avail-
ability of resources. Similarly, another policy would be to tax over-
loaded nodes to attenuate hotspots.
It is important to note the difference between: (i) the resource

price, which represents the cost required to gain possession of
a resource considering user’s preferences and competition; and
(ii) the tax price, determined dynamically by our mechanism as a
means for solving the uneven distribution of work, similar to other
taxes on consumption such as value-added tax (VAT). The former
is a micro-economic mechanism for the regulation of access to
resources and the latter is a macro-economic mechanism which
introduces a correcting factor based on an observed effect seen at
macroscopic level (uneven distribution of work among congested
resources).
The architecture of our proposal is shown in Fig. 2(a). The CMS

gathers system-wide and aggregated statistics from themonitoring
infrastructure, such as average load and its dispersion, the effective
contribution and consumption of users, etc. After a certain period
of time, or epoch, the CMSuses predefinedpolicies to determine the
appropriate taxes on each resource (a factor to be applied on the
price). During the epoch, users can freely evaluate their needs and
spend their budgets according to their own strategies, without any
other external restriction. Once the taxes have been determined,
the price of resource j is computed according to Eq. (2), where k is
the number of bids on resource j, bi is the bid of consumer i and
taxj ∈ [−1,∞) ⊂ R is the tax applied by the CMS to resource j.

Yj =

(
k∑
i=1

bi

)
∗
(
1+ taxj

)
. (2)

Since the aimof our proposal is to redistribute the load as evenly
as possible, we impose a higher tax on resources with higher loads,
which increases the price and encourages participants to use spare
resource instead (thosewith a lower tax and, consequently, a lower
price).
The CMS does not know the users’ preferences in advance, so

it cannot anticipate user behaviour in response to a specific set
of taxes. We therefore use a heuristic based on the ratio between
the load and the target load to move towards the set of target
taxes under which the load is distributed equally among all nodes
(e.g. the load dispersion is minimal).
Algorithm 1 shows the procedure for determining the tax to

apply during the next epoch. The tax does not jump straight to the
target value but instead moves towards it at a rate determined by
a learning rule, which prevents oscillations and produces a smooth
approximation to the target value. The learning rule used is the
Widrow–Hoff rule, which is a well-known learning mechanism
used for back-propagation in neural networks [25] and used to
move towards the target price in different economic agents [26].

It contains a parameter β (learning rate) that represents the speed
with which the adjustment takes place.
Therefore, once the CMS has gathered information about the

load and the current tax for each resource, it computes the uni-
formity metric to determine the current load dispersion in the sys-
tem and adjusts the learning rate of the algorithm: a lower learning
rate is used at higher uniformity to produce a smooth approxima-
tion to the target load. The CMS then applies the heuristic described
above to the current tax to determine the new tax to apply to each
resource.

Algorithm 1 Pricing tax regulation algorithm
Require: τ ← target load
Require: S ← {∀j ∈ R(loadj, taxj)} // Set of resource info
uniformity← min loadj

max loadj
β ← 1.0− uniformity
for all (loadj, taxj) ∈ S do
∆tax,j ←

loadj
τ
∗ β

taxt+1j ← taxtj +∆tax,j
end for

6. Performance analysis

Weuse simulations to evaluate the long-term impact of our sys-
tem. To determine the effectiveness of our regulatory mechanism
in improving the load distribution in comparison with the free-
market (unregulated) scenario, we compare the best-response dy-
namics from the game theory analysis of the price-anticipating
model (Section 4) with the best response dynamics under our reg-
ulatory mechanism (Section 5).
Method. The set-up of the simulations consists in fixing the

number of resources m to 100 and varying the number of users n
(from 10 to 200) to assess the scalability of the solution as more
users (and, therefore, more load) are added to the system. We do
not present the results for a variable number of resources because
the simulations showed that different executionswith the same ra-
tio of resources to users produce similar results. The best-response
algorithm is updated after each time step (1 simulatedminute) and
the epoch (at the end of which the tax regulation algorithm is ex-
ecuted) is defined as 60 time steps (1 simulated hour).
User preferences. Some nodes are persistently more loaded than

others (see Fig. 1(b)) due to correlations of user preferences. To
capture these correlations, we experiment with the following user
preferencemodel. For each user, we create a list of weights that are
independently and identically distributed according to a uniform
distribution U ∼ (0, 1). Next, we arrange the list in descending
order to create a user’s preference weight on resources so that
pi = (pi1, . . . , pin), pik represents user i’s weight on resource j and
pik>pi(k+1). We then normalize the expression so that

∑m
j=0wj=1.

Consequently, we expect to have a high load on the first resources
and a lower load as the weights decrease.
Note that we only consider positive weights on resources, so

every user obtains a certain positive utility from each resource. If
we had included resources with weights equal to zero, those users
following the best-response algorithmwould not have bid on these
resources because the utility provided is also zero. In practical
terms, this means that those resources with a weight equal to zero
are not available. Therefore, andwith no loss of generality, we only
consider available nodes in our simulations.
Convergence criteria and results. The convergence time is a mea-

sure of the speed with which the system reaches an equilibrium.
As in [23], the price-anticipating system converges to a Nash equi-
librium when the difference in the best-response utility between
two time steps is less than ε (0.001 in our experiments). However,
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Fig. 3. (a) Load uniformity and (b) load dispersion.

whenwe apply our regulatorymechanism,we change the environ-
ment (i.e. the prices of resources) at the end of each epoch, and each
epoch evolves iteratively to a different Nash equilibrium. There-
fore,we consider that our tax regulationmechanismhas converged
when the value of ∆tax,j (see Algorithm 1) is less than δ (0.1 in
our simulations). The results presented in these sections are taken
when the system has converged.
The simulation results show that the best-response dynam-

ics converge after 5 iterations (5 simulated minutes), as in [23],
whereas our regulatory mechanism converges in a range of 3–5
epochs (3–5 simulated hours). This shows that, although ourmech-
anism is designed to be executed in a long-term time window, it is
also able to converge in few iterations. Therefore, this mechanism
can be executed frequently (i.e. using short epochs) when the load
conditions are dynamic but the epoch can be longer when the load
conditions are in a steady state.
Load uniformity and dispersion. The effectiveness of our proposal
is based on distributing the load effectively among resources. We
measure the load uniformity and its dispersion for the price-
anticipating model and the regulatory mechanism, once they have
converged. As shown in Fig. 3(a), the price-anticipatingmechanism
produces low load uniformity because users tend to bid for their
preferred resources, which creates a large difference between the
maximum andminimum loads. However, under our tax regulation
mechanism, when the CMS detects that there is a subset of heavily
loaded nodes and it begins to increase the corresponding tax (and,
therefore, the price), users following the best-response algorithm
tend to distribute their bids to cheaper (less loaded) resources to
maintain as high a utility as possible. Our results show that the sys-
tem encourages users to redistribute the loadmore evenly (similar
load on nodes) regardless of the number of users.
Similarly, Fig. 3(b) shows the dispersion of the statistical vari-

able load L (µ(L) ± σ(L)) in the system. As the number of users
increases, the load on the system also increases. However, with-
out tax regulation the dispersion is higher and increases with the
number of users. Conversely, when taxes are applied the disper-
sion is maintained at similar values, which demonstrates that our
proposal is scalable independently of the number of users.
Fig. 4(a) shows the empirical CDF of the load distribution for

a simulation with 100 resources and 100 users. We can see that
load is highly dispersed without regulation; approximately 50% of
nodes are highly loaded, at levels above the mean load (>60 users
bidding on them). However, when our regulatory mechanism is
applied, the load distribution is centered at the target load (the
mean load in our simulations) and the CDF shows that the variance
is very low, because the load values of each resource fall within a
small range (between 55 and 65).
Specifically, Fig. 4(b) shows that the standard deviation is very

highwhenno regulations are enforced. However, under regulation,
the average load remains similar but the standard deviation and
skewness decrease. The Kolmogorov–Smirnov normality test for

the global regulation case shows a significance value of 0.232
given the assumed significance level of 0.05, so normality cannot
be ruled out. The normality assumption is also supported by the
normal Q–Q plot in Fig. 4(c). The results show that ourmechanism
provides users with an incentive to redistribute their workloads
evenly and ensures a reasonable distribution of work among
resources.
Importantly, the behaviour of the price-anticipating algorithm

(without regulation) is similar to the high load variance illustrated
in Fig. 1(b) and (c) in Section 2, which shows the relationship be-
tween our simulations and real observed results from PlanetLab.
These results clearly demonstrate that our regulatory mechanism
redistributes the load among nodes and achieves a similar distri-
bution to our target distribution, where the load is centered at the
mean and shows low dispersion.
Efficiency (price of anarchy). Fig. 4(d) shows the efficiency as a
function of the number of users. The efficiency achieved by the
price-anticipating algorithm is very high (approximately 0.95)
and the tax regulation mechanism does not lower the efficiency,
irrespective of the number of users in the system; in other words,
the system provides users with the same level of efficiency but the
load is effectively redistributed to prevent hotspots.
Fairness (uniformity, envy-freeness). Fig. 5(a) shows the utility uni-
formity as a function of users for the correlated preferences
presented above. Our regulatory mechanism achieves high utility
uniformity (>0.8, all users obtain similar utility from the system),
although with a small amount of uniformity lost in comparison
with the price-anticipating simulation (approximately 15%, taking
the highest difference). This is because, once our regulatory mech-
anism has been applied, those users bidding on the nodes with the
highest preference weights obtain higher utility than those bid-
ding on the less preferred nodes, as the load is similar for every
node. However, user’s perception is no longer envy-free, because
agents who eventually bid on the nodes with the lowest prefer-
ence weights (due to the increase in price on loaded nodes) would
be happier with the allocation obtained by the users who bid on
themore preferred nodes. Nevertheless, the envy-freeness index is
still very high (>0.7) compared to the social optimum,which illus-
trates the trade-off betweenmaintaining a highly efficient system,
redistributing the load among nodes, and maintaining a high level
of fairness.
Impact of users’ preferences on utility. Finally, we compare the
behaviour of our systemwithout regulation – Fig. 6(a), (c) – and the
systemwith regulation – Fig. 6(b), (d). Specifically, we compare the
ratio of fitness5 to revenue from the point of view of the resource

5 The fitness of a resource is defined as the sum of weights of all users on that
resource$(j) =

∑k
i=0 wij , where k is the number of users and wij is the weight of

user i on resource j.
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Fig. 4. (a) CDF of load distribution, (b) load distribution statistics, (c) normal Q–Q plot of the load for the global regulation case and (d) efficiency of the system.

a b

Fig. 5. (a) Utility uniformity and (b) envy-freeness.

provider –Fig. 6 (a), (b) – and the ratio of budget available to utility
obtained from the point of view of the user — Fig. 6 (c), (d). 6
Fitness and revenue show an almost linear relationship in

the unregulated system. Consequently, the higher the preference
weight of a resource, themore revenue it will generate, although it
will also be affected by higher load (a resource obtainsmore virtual
currency as more users bid on it). However, when regulations are
enforced, the revenue generated by approximately 80% of resource
providers is very similar (between 0.4 and 0.6 of normalized rev-
enue), which means that wealth is distributed more evenly among
organizations following application of regulatory taxes. This
percentage represents those users ‘‘protected’’ by the control me-
chanism. However, those resources with higher fitness will still
generate higher revenue because they attract higher user prefer-
ence. This proves that our regulation system prevents the emer-
gence of strong organizations (monopoly) that could dominate the
resource market. As in realwelfare states, those people with higher
incomes are somehow ‘‘penalized’’ with higher taxes to increase
the overall social welfare and the fairness of the state.

6 All values are normalized in the range [0, 1] considering maximum and
minimum values obtained from the price-anticipating simulations.

Because our model is decentralized (the revenue generated by
a resource is spent by users belonging to the corresponding orga-
nization to obtain resources outside the organization), we can see
that the revenue generated by resources (i.e. the budget from the
user’s point of view) is translated into higher utility asmore budget
becomes available. This is true for simulations with and without
regulation; the only difference is that wealth is distributed more
equitably when regulations are enforced and, therefore, there is a
cluster of users with similar utilities (i.e. utilities are less dispersed
when regulatory policies are applied).

7. Discussion

In this section, we discuss how our proposal could be inte-
grated into a planetary-scale distributed system like PlanetLab
to solve the problems explained in Section 2. Firstly, our regula-
tory mechanism (CMS) must be scalable to cope with large num-
bers of resources and users. Instead of a centralized solution like
GridBank [27] or Tycoon Bank [17], which are susceptible to scal-
ability problems, we have designed a prototype [28] on top of a
structured peer-to-peer overlay similar to Chord [29], which en-
forces and manages a virtual currency account for each user in a
scalable and efficient way.
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a b

c d

Fig. 6. System behaviour considering variable revenue and budget among participants and assuming that each resource has different fitness. Figures (a), (c) represent
the behaviour of the system without regulation (price anticipating). Figures (b), (d) represent the behaviour when regulatory policies are enforced (Currency Management
System, CMS).

In our proposal, the load derived from managing the users’ vir-
tual accounts is distributed among the set of nodes that make up
the distributed hash table (DHT). In addition, our algorithm for cal-
culating taxes can be executed independently by each node be-
cause it only needs information about the target load –which is not
expected to change very frequently – and the load of the resources
the node is responsible for managing (i.e. the resource’s account is
mapped to that node).
The system-wide information that the CMS uses to apply its

policies – e.g. average load, effective consumption and contri-
bution, availability, etc. – can easily be computed from the data
already provided by PlanetLab’s monitoring infrastructure CoMon
[6], so no additional overhead is generated. Other information sys-
tems with higher scalability based on structured overlays, such as
MIS [30], or discovery systems like SWORD [31], could also be used.
In addition, we do not require instant information, which could be
impossible to obtain in planetary-scale systems, but insteaduse ag-
gregated information for relatively long timewindows, in the order
of hours, days or weeks depending on the system dynamics.
Finally, we discuss how our model could be integrated into the

PlanetLab environment. PlanetLab’s architecture and design allows
the existence of resource allocation and brokering services through
resource loans. Thus, a privileged slice (i.e. a service executing
across several nodes with a specific share of reserved resources)
might lend a subset of a node (e.g. a percentage of CPU or band-
width) to other slices in exchange for a reward, in this case virtual
money. The privileged slicewould be responsible for executing and
managing the proportional share mechanism explained in this pa-
per, thereby allowing PlanetLab users to bid for a specific resource.
It would also be responsible for applying the appropriate taxes to
the resources price. Next, the privileged slice would transfer the
actual payment from the user’s account to the resource owner’s ac-
count through our CMS. The specific details and exact implemen-
tation of the protocol are beyond the scope of this paper and will
be covered in future work.

8. Conclusions

Large-scale shared and open infrastructures are based on re-
source contribution by organizations and are suitable for deploy-
ing planetary-scale public services and applications. Due to their
diverse aims, these applications may have different, complex and
often conflicting strategies. Without scalable and decentralized
resource allocation, incentives and self-regulation mechanisms,
these types of system can suffer from resource overloading and
congestion, which reduce the QoS offered to users.
In this paper we have presented a mechanism in which vir-

tual currency is used to give resource providers an incentive to
work collaboratively and contribute to the efficient operation of
the shared infrastructure. Currency management is also an incen-
tive for consumers to use resources efficiently and a regulatory
mechanism to ensure that they behave under certain rules de-
signed to guarantee fairer access to the resources. Currency man-
agement limits the resource capacity to which each user is entitled
and taxes resource prices according to a series of specific rules.
Specifically, we present in this paper a regulatory policy for dis-
tributingwork evenly between resources and preventing hotspots.
Simulations showed that our system provides a high level of

efficiency in the presence of self-interested participants and de-
creases the load dispersion between nodes. In addition, the system
offers a fair volume of resources (utility) according to the virtual
currency owned by each organization, even under high-demand
conditions.
Finally, we discussed how our proposal could be applied to a

large-scale experimental facility such as PlanetLab at low cost and
using existing tools and services. We considered the architecture
and implementation of the PlanetLab testbed and explained how
our solution could be successfully integrated.
In future research, we will conduct and in-depth analysis of the

problems found in shared-resource infrastructures to determine
how best to apply our approach and validate it as an extensible
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solution to other system-wide problems. The federation of dif-
ferent public infrastructures remains a current popular area of
research [32–34], and the ways in which a variety of resourcemar-
kets from such federated infrastructures with different regulation
policies might interact – e.g. through the exchange of virtual cur-
rency – is an important are for future work.
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